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Cables, Trains and Types

Simon J. Gay®)

School of Computing Science, University of Glasgow, Glasgow, UK
Simon.Gay@glasgow.ac.uk

Abstract. Many concepts of computing science can be illustrated in
ways that do not require programming. CS Unplugged is a well-known
resource for that purpose. However, the examples in CS Unplugged and
elsewhere focus on topics such as algorithmics, cryptography, logic and
data representation, to the neglect of topics in programming language
foundations, such as semantics and type theory.

This paper begins to redress the balance by illustrating the principles
of static type systems in two non-programming scenarios where there are
physical constraints on forming connections between components. The
first scenario involves serial cables and the ways in which they can be
connected. The second example involves model railway layouts and the
ways in which they can be constructed from individual pieces of track.
In both cases, the physical constraints can be viewed as a type system,
such that typable systems satisfy desirable semantic properties.

1 Introduction

There is increasing interest in introducing key concepts of computing science in
a way that does not require writing programs. A good example is CS Unplugged
[2], which provides resources for paper-based classroom activities that illustrate
topics such as algorithmics, eryptography, digital logic and data representation.
However, most initiatives of this kind focus on “Theoretical Computer Science
Track A” [4] topics (algorithms and complexity), rather than “Track B” top-
ics (logic, semantics and theory of programming). To the extend that logic is
covered, the focus is on gates and circuits rather than deduction and proof.

In the present paper, we tackle Track B by describing two non-programming
scenarios illustrating the principles of static type systems. The first scenario
involves serial cables, and defines a type system in which the type of a cable
corresponds to the nature of its connectors. The physical design of the connec-
tors enforces the type system, and this guarantees that the semantics (electrical
connectivity) of a composite cable is determined by its type.

The second scenario is based on model railway layouts, where there is a desir-
able runtime safety property that if trains start running in the same direction,
there can never be a head-on collision. Again, the physical design of the pieces

Supported by the UK EPSRC grant EP/K034413/1, “From Data Types to Session
Types: A Basis for Concurrency and Distribution (ABCD)”.
© Springer Nature Switzerland AG 2020

A. Di Pierro et al. (Eds.): Festschrift Hankin, LNCS 12065, pp. 3-16, 2020.
https://doi.org/10.1007/978-3-030-41103-9_1



4 S. J. Gay

of track enforces a type system that guarantees runtime safety. The situation
here is more complicated than for serial cables, and we can also discuss the way
in which typability is only an approximation of runtime safety.

We partially formalise the cables example, in order to define a denotational
semantics of cables and prove a theorem about the correspondence between types
and semantics. A fully formal treatment would require more machinery, of the
kind that is familiar from the literature on semantics and type systems, but
including it all here would distract from the key ideas. We treat the railway
example even less formally; again, it would be possible to develop a more formal
account.

I am only aware of one other non-technical illustration of concepts from
programming language foundations, which is Victor's Alligator Eggs [12] pre-
sentation of untyped A-calculus. When I have presented the cables and trains
material in seminars, audiences have found it novel and enjoyable. I hope that
these examples might encourage other such scenarios to be observed—and there
may be a possibility of developing them into activities along the lines of CS
Unplugged.

Fig. 1. A serial cable with 25-pin female (left) and male (right) connectors.

2 Cables and Types

The first example involves serial cables. These were widely used to connect com-
puters to peripherals or other computers, typically using the RS-232 protocol,
until the emergence of the USB standard in the late 1990s. Figure 1 shows a serial
cable with 25-pin connectors, and illustrates the key point that there are two
polarities of connector, conventionally called male and female. Figure 2 shows
a serial cable with 9-pin connectors, both female. The physical design is such
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that two connectors can be plugged together if and only if they are of different
male/female polarity and have the same number of pins. From now on we will
ignore the distinction between 9-pin and 25-pin connectors, and assume that we
are working with a particular choice of size of connector.

For our purposes, the interesting aspect of a serial cable is that it contains
two wires for data transmission. These run between the send (SND) and receive
(RCYV) pins of the connectors. There are other wires for various power and control
signals, but we will ignore them.

There are two ways of connecting the send /receive wires. If SND is connected
to SND and RCV is connected to RCV, then the cable is called a straight through
cable (Fig. 3). This is just an extension cable. Alternatively, if SND is connected
to RCV and RCV is connected to SND, then the cable enables two devices to
communicate because the SND of one is connected to the RCV of the other.
This is called a null modem cable (Fig.4).

[

Fig. 2. A serial cable with 9-pin female connectors.

SND SND

RCV RCV

Fig. 3. A straight through cable.

RCV e "I RCV
Fig. 4. A null modem cable.

With two ways of wiring SND/RCV, and three possible pairs of polarities
for the connectors, there are six possible structures for a serial cable. They have
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different properties in terms of their electrical connectivity and their physical
pluggability. When choosing a cable with which to connect two devices, clearly
it is important to have the correct connectors and the correct wiring. Because
the wiring of a cable is invisible, there is a conventional correspondence between
the choice of connectors and the choice of wiring.

— A straight through cable has different connectors at its two ends: one male,
one female.
A null modem cable has the same connectors at its two ends: both male, or
both female.

It is easy to convince oneself that this convention is preserved when cables are
plugged together to form longer cables. By thinking of the electrical connectivity
of a cable as its semantics, and the nature of its connectors as its type, we can
see the wiring convention as an example of a type system that guarantees a
semantic property. In the rest of this section, we will sketch a formalisation of
this observation.

Figureb gives the definitions that we need. Syntactically, a Cable is either
one of the fundamental cables or is formed by plugging two cables together via
the - operator. The fundamental cables are the straight through cable, straight,
and two forms of null modem cable, null; and null;. Recalling that a null modem
cable has the same type of connector at both ends, the forms null; and null;
represent cables with two male connectors and two female connectors. It doesn’t
matter which cable is male-male and which one is female-female.

To define the type system, we use the notation of classical linear logic [8].
Specifically, we use linear negation (7)l to represent complementarity of connec-
tors, and we use par (’®) as the connective that combines the types of connectors
into a type for a cable. This is a special case of a more general approach to using
classical linear logic to specify typed connections between components [6]. We
use B to represent one type of connector, and then B+ represents the other type.
As usual, negation is involutive, so that (B+)% = B. The notation B is natural
because we will use boolean values as the corresponding semantic domain. It
doesn’t matter whether B is male or female, as long as we treat it consistently
with our interpretation of null; and nully. The typing rule PLUG, which is a spe-
cial case of the cut rule from classical linear logic, specifies that cables can be
plugged together on complementary connectors. In this rule, A, B and C can
each be either B or B+,

Ezxample 1. The cable straight - straight represents two straight through cables
connected together. It is typable by

straight : B s Bt straight : B B+
straight - straight : B e B+

PLuc

This composite cable has the same type as a single straight through cable, and
we will see that it also has the same semantics.
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Syntax
Cable ::= straight | nully | nully | Cable - Cable cables
A B, C:=B|B" types
Type equivalence
(BY)" =B
Typing rules
straight : B9 B+ null, :B9B nully : Bt 9 B+

c:A%B d:B'wC
c-d: A C

PLuc

Semantics

Writing B to represent either B or B, the denotational semantics of ¢ : BBl
is
[c] C {true, false} x {true,false}

defined inductively on the syntactic construction of ¢ by:

[straight] = {(false, false), (true,true)} identity, id

[nulli] = {(false,true),(true,false)} inversion, inv
[nulls] = {(false, true), (true,false)} inversion, inv
[e-d] = [c] e [d] relational composition

Fig. 5. Formalisation of cables.

Ezample 2. The cable nully - nully is two null modem cables connected together,
which will also be semantically equivalent to a straight through cable. It is
typable by

null, : BB nully : B- 9 B+

PLuc
nully - nully : B B

Ezample 3. The cable straight - null; is a null modem cable extended by plugging
it into a straight through cable. Semantically it is still a null modem cable. It is
typable by

straight : B 5 B+ null, : Bo B

straight - null; : B2 B

PLuac

To complete the formalisation of the syntax and type system, we would need
some additional assumptions, at least including commutativity of @ so that we
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can flip a straight through cable end-to-end to give straight : B 2 B. However,
the present level of detail is enough for our current purposes.

We define a denotational semantics of cables, to capture the electrical con-
nectivity. We interpret both B and B+ as {true, false} so that we can interpret
a straight through cable as the identity function and a null modem cable as
logical inversion. Following the framework of classical linear logic, we work with
relations rather than functions. Plugging cables corresponds to relational com-
position.

Ezxample 4. Calculating the semantics of the cables in Examples 1-3 (for clarity,
including the type within [—]) gives

[straight - straight : B B] =idoid =id = [straight]
[nully - nully : B BY] = invoinv =id = [straight]
[straight - null; : B® B] =idoinv = inv = [null]
This illustrates the correspondence between the type of a cable and its semantics.
The following result is straightforward to prove.

Theorem 1. Let A be either B or BL and let ¢ be a cable.

1. If c: A A then ] = inv.
2. Ifc: A AL then [c] =id.

Proof. By induction on the typing derivation, using the fact that inv o
inv = id. O

This analysis of cables and their connectors has several features of the use of
static type systems in programming languages. The semantics of a cable is its
electrical connectivity, which determines how it behaves when used to connect
devices. The type of a cable is a combination of the polarities of its connectors.
There are some basic cables, which are assigned types in a way that establishes
a relationship between typing and semantics. The physical properties of con-
nectors enforce a simple local rule for plugging cables together. The result of
obeying this rule is a global correctness property: for every cable, the semantics
is characterised by the type.

It is possible, physically, to construct a cable that doesn’t obey the typing
rules, by removing a connector and soldering on a complementary one. For exam-
ple, connecting straight : B2 B and straight : B 2 B, by illegally joining B+
to Bt, gives a straight through cable with connectors B 2 B. Such cables are
available as manufactured components, called gender changers. Usually they are
very short straight through cables, essentially two connectors directly connected
back to back, with male-male or female-female connections. They are like type
casts: sometimes useful, but dangerous in general. If we have a cable that has
been constructed from fundamental cables and gender changers, and if we can’t
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see exactly which components have been used, then the only way to verify that
its connectors match its semantics is to do an electrical connectivity test—i.e. a
runtime type check.

Typically, a programming language type system gives a safe approrimation
to correctness. Every typable program should be safe, but usually the converse
is not true: there are safe but untypable programs. Cable gender changers are
not typable, so the following typing derivation is not valid.

untypable untypable
changer, : B2 B changer, : B+ 2 B+
changer, - changer, : B9 B+

PrLuc

However, the semantics is defined independently of typing, and
[changer, - changer,] = [changer,] o [changer,]
=idoid
=id

so that the typing changer; - changer, : B2 B is consistent with Theorem 1.

3 Trains and Types

The second example of a static type system is based on model railway layouts.
Specifically, the simple kind that are aimed at young children [1,5], rather than
the elaborate kind for railway enthusiasts [3]. The examples in this paper were
constructed using a “Thomas the Tank Engine” (7] set.

Fig. 6. A figure eight layout. (Color figure online)
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Figure 6 shows a simple figure eight layout consisting of two circles linked by
a crossover piece. The blue lines (coloured in the electronic version of the paper)
show the guides for the train wheels—in these simple sets, they are grooves
rather than raised rails. Notice that there are multiple pathways through the
crossover piece. It would be possible for a train to run continuously around one
of the circles, but in practice the tendency to follow a straight path means that
it always transfers through the crossover piece to the other circle.

It’s clear from the diagram that when a train runs on this layout, it runs
along each section of track in a consistent direction. If it runs clockwise in the
left circle, then it runs anticlockwise in the right circle, and this never changes.
Consequently, if two trains run simultaneously on the track, both of them in the
correct consistent direction, there can never be a head-on collision. For example,
if one train starts clockwise in the left circle, and the other train starts anticlock-
wise in the right circle, they can never move in opposite directions within the
same circle. They might side-swipe each other by entering the crossover section
with bad timing, or a faster train might rear-end a slower train, but we will
ignore these possibilities and focus on the absence of head-on collisions as the
safety property that we want to guarantee.

5 : Ryt

straight curve

crossover

ol Ul

T SR,

merge/split merge/split

Fig. 7. Basic track pieces.

Figure 7 shows a collection of basic track pieces. They can be rotated and
reflected (the pieces are double-sided, with grooves on the top and bottom),
which equivalently means that the merge/split pieces (bottom row) can be used
with inverted connectors. When a merge/split piece is used as a split (i.e. a
train enters at the single endpoint and can take either the straight or curved
branch), there is a lever that can be set to determine the choice of branch. We
will ignore this feature, because we are interested in the safety of layouts under
the assumption that any physically possible route can be taken.
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The pieces in Fig. 7 can be used to construct the figure eight layout (Fig.6)
as well as more elaborate layouts such as the one in Fig. 8. It is easy to see that
the layout of Fig. 8 has the same “no head-on collisions” property as the figure
eight layout.

Fig. 8. A layout with multiple paths.

Each track piece has a number of endpoints, where it can be connected to
other pieces. We will refer to each endpoint as either positive (the protrud-
ing connector) or negative (the hole). The pieces in Fig.7 have the property
that if a train enters from a negative endpoint, it must leave from a positive
endpoint. This property is preserved inductively when track pieces are joined
together, and also when a closed (no unconnected endpoints) layout is formed.
This inductively-preserved invariant is the essence of reasoning with a type sys-
tem, if we consider the type of a track piece or layout to be the collection of
polarities of its endpoints. If we imagine an arrow from negative to positive end-
points in each piece, the whole layout is oriented so that there are never two
arrowheads pointing towards each other. This is exactly the “no head-on colli-
sions” property. It is possible to use the same argument in the opposite direction,
with trains running from positive to negative endpoints, to safely orient the lay-
out in the opposite sense.

Fig. 9. The Y pieces.
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This argument could be formalised by defining a syntax for track layouts in
the language of traced monoidal categories [9,11] or compact closed categories
[6,10] and associating a directed graph with every track piece and layout.

The track pieces in Fig. 7 are not the only ones. Figure 9 shows the Y pieces,
which violate the property that trains run consistently from negative to positive
endpoints or vice versa. They can be used to construct layouts in which head-on
collisions are possible. In the layout in Fig. 10, a train can run in either direction
around either loop, and independently of that choice, it traverses the central
straight section in both directions.

Fig. 10. An unsafe layout using Y pieces.

It is possible to build safe layouts that contain Y pieces. Joining two Y pieces
as in Fig. 11 gives a structure that is similar to the crossover piece (Fig. 7) except
that the polarities of the endpoints are different. This “Y crossover” can be used
as the basis for a safe figure eight (Fig. 12). However, safety of this layout cannot
be proved by using the type system. If a train runs clockwise in the circle on
the right, following the direction from negative to positive endpoints, then its
anticlockwise journey around the circle on the left goes against the polarities.
To prove safety of this layout, we can introduce the concept of logical polarities,
which can be different from the physical polarities. In the circle on the left, assign
logical polarities so that the protruding connectors are negative and the holes
are positive, and then the original proof works.

Fig. 11. Joining Y pieces to form a crossover.
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Fig. 12. A safe figure eight using Y pieces. In the circle on the right, the direction of
travel follows the physical polarity, but in the circle on the left, the direction of travel
is against the physical polarity. To prove safety, assign logical polarities in the circle
on the left, which are opposite to the physical polarities.

Fig. 13. A layout using Y pieces that is safe in one direction (solid arrows) but not
the other (dashed arrows).



14 S. J. Gay

Fig. 14. This layout is safe for travel in the direction of the arrows, because the dashed
section of track is unreachable. However, the divergent arrows in the dashed section
mean that logical polarities cannot be used to prove safety.

A more exotic layout is shown in Fig. 13. This layout is safe for one direction
of travel (anticlockwise around the perimeter and the upper right loop) but
unsafe in the other direction. More precisely, if a train starts moving clockwise
around the perimeter, there is a path that takes it away from the perimeter and
then back to the perimeter but moving anticlockwise, so that it could collide
with another clockwise train.
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Fig. 15. The layout of Fig.13 with the problematic section of track removed. This
layout is safe in both directions. For clockwise travel around the perimeter, following
the physical polarities, logical polarities are assigned to the inner loop.

= E

Safety of the anticlockwise direction cannot be proved by physical polarities,
because of the Y pieces. Figure 14 shows that it cannot be proved even by using
logical polarities. This is because the section with dashed lines, where the arrows
diverge, would require a connection between two logically negative endpoints. To
prove safety we can observe that for the safe direction of travel, the section with
dashed lines is unreachable. Therefore we can remove it (Fig.15) to give an
equivalent layout in which safety can be proved by logical polarities. In fact the
layout of Fig. 15 is safe in both directions.

4 Conclusion

I have illustrated the ideas of static type systems in two non-programming
domains: serial cables, and model railways. The examples demonstrate the fol-
lowing concepts.

— Typing rules impose local constraints on how components can be connected.
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— Following the local typing rules guarantees a global semantic property.

— Typability is an approximation of semantic safety, and there are semantically
safe systems whose safety can only be proved by reasoning outside the type
system.

— If a type system doesn’t type all of the configurations that we know to be
safe, then a refined type system can be introduced in order to type more
configurations (this is the step from physical to logical polarities in the railway
example).

As far as 1 know, the use of a non-programming scenario to illustrate these
concepts is new, or at least unusual, although I have not systematically searched
for other examples.

There are several possible directions for future work. One is to increase the
level of formality in the analysis of railway layouts, so that the absence of head-
on collisions can be stated precisely as a theorem, and proved. Another is to
elaborate on the step from physical to logical polarities, again in the railway sce-
nario. Finally, it would be interesting to develop teaching and activity materials
based on either or both examples, at a similar level to CS Unplugged.

Acknowledgements. I am grateful to Ornela Dardha, Conor McBride and Phil
Wadler for comments on this paper and the seminar on which it is based; to Joao
Seco for telling me about the Alligator Eggs presentation of untyped A-calculus; and
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Abstract. Cathoristic logic is a multi-modal logic where negation is
replaced by a novel operator allowing the expression of incompatible
sentences. We present the syntax and semantics of the logic including
complete proof rules, and establish a number of results such as compact-
ness, a semantic characterisation of elementary equivalence, the existence
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semantics property. We demonstrate the usefulness of the logic as a lan-
guage for knowledge representation.
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1 Introduction

Natural language is full of incompatible alternatives. If Pierre is the current king
of France, then nobody else can simultaneously fill that role. A traffic light can
be green, amber or red - but it cannot be more than one colour at a time. Mutual
exclusion is a natural and ubiquitous concept.

First-order logic can represent mutually exclusive alternatives, of course. To
say that Pierre is the only king of France, we can write, following Russell:

king(france, pierre) AVx.(king(france, x) — x = pierre).

To say that a particular traffic light, ¢/, is red - and red is its only colour - we
could write:
colour(tl, red) A Vx.colour(tl,z) — = = red.

In this approach, incompatibility is a derived concept, reduced to a combination
of universal quantification and identity. First-order logic, in other words, uses
relatively complex machinery to express a simple concept:

© Springer Nature Switzerland AG 2020
A. Di Pierro et al. (Eds.): Festschrift Hankin, LNCS 12065, pp. 17-85, 2020.
https://doi.org,/10.1007/978-3-030-41103-9_2
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— Quantification’s complexity comes from the rules governing the distinction
between free and bound variables!.

— Identity’s complexity comes from the infinite collection of axioms required to
formalise the indiscernibility of identicals.

The costs of quantification and identity, such as a larger proof search space,
have to be borne every time one expresses a sentence that excludes others - even
though incompatibility does not, prima facie, appear to have anything to do
with the free/bound variable distinction, or require the full power of the identity
relation.

This paper introduces an alternative approach, where exclusion is expressed
directly, as a first-class concept. Cathoristic logic? is the simplest logic we could
find in which incompatible statements can be expressed. It is a multi-modal
logic, a variant of Hennessy-Milner logic, that replaces negation with a new
logical primitive

1A

pronounced tantum® A. Here A is a finite set of alternatives, and !A says that
the alternatives in A exhaust all possibilities. For example:

Ygreen, amber, red}

states that nothing but green, amber or red is possible. Our logic uses modalities
to state facts, for example (amber) expresses that amber is currently the case.
The power of the logic comes from the conjunction of modalities and tantum.
For example

(amber) A {green, amber, red}

expresses that amber is currently the case and red as well as green are the only
two possible alternatives to amber. Any statement that exceeds what tantum A
allows, like

(blue) A ! green, amber, red},

is necessarily false. When the only options are green, amber, or red, then blue is
not permissible. Now to say that Pierre is the only king of France, we write:

{king){france) ({pierre) \!{pierre}).

Crucially, cathoristic logic’s representation involves no universal quantifier and
no identity relation. It is a purely propositional formulation. To say that the
traffic light is currently red, and red is its only colour, we write:

(tl) (colour)({red)A!{red}).

! Efficient handling of free/bound variables is an active field of research, e.g. nominal
approaches to logic [23]. The problem was put in focus in recent years with the rising
interest in the computational cost of syntax manipulation in languages with binders.

2 “Cathoristic” comes from the Greek raflopiCeiv: to impose narrow boundaries. We
are grateful to Tim Whitmarsh for suggesting this word.

% “Tantum” is Latin for “only”.



Cathoristic Logic 19

This is simpler, both in terms of representation length and computational com-
plexity, than the formulation in first-order logic given on the previous page.
Properties changing over time can be expressed by adding extra modalities that
can be understood as time-stamps. To say that the traffic light was red at time
t1 and amber at time t2, we can write:

(tl) (colour)({t1) ({red)AY{red}) A (t2)({amber)\!{amber}))

Change over time can be expressed in first-order logic with bounded quantifica-
tion - but modalities are succinct and avoid introducing bound variables.

Having claimed that incompatibility is a natural logical concept, not easily
expressed in first-order logic?, we will now argue the following:

— Incompatibility is conceptually prior to negation.
— Negation arises as the weakest form of incompatibility.

1.1 Material Incompatibility and Negation
Every English speaker knows that

“Jack is male” is incompatible with “Jack is female”

But why are these sentences incompatible? The orthodox position is that these
sentences are incompatible because of the following general law:

If someone is male, then it is not the case that they are female
Recast in first-order logic:
V.(male(x) — —female(z)).

In other words, according to the orthodox position, the incompatibility between
the two particular sentences depends on a general law involving universal quan-
tification, implication and negation.

Brandom [7] follows Sellars in proposing an alternative explanation: “Jack is
male” is incompatible with “Jack is female” because “is male” and “is female” are
materially incompatible predicates. They claim we can understand incompatible
predicates even if we do not understand universal quantification or negation.
Material incompatibility is conceptually prior to logical negation.

Imagine, to make this vivid, a primitive people speaking a primordial lan-
guage of atomic sentences. These people can express sentences that are incompat-
ible. But they cannot express that they are incompatible. They recognise when
atomic sentences are incompatible, and see that one sentence entails another -
but their behaviour outreaches their ability to articulate it.

Over time, these people may advance to a more sophisticated language where
incompatibilities are made explicit, using a negation operator - but this is a later
(and optional) development:

1 We will precisify this claim in later sections; (1) first-order logic’s representation
of incompatibility is longer in terms of formula length than cathoristic logic’s (see
Sect. 4.2); and (2) logic programs in cathoristic logic can be optimised to run signif-
icantly faster than their equivalent in first-order logic (see Sect. 5.3).
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[If negation is added to the language], it lets one say that two claims are
materially incompatible: “If a monochromatic patch is red, then it is not
blue.” That is, negation lets one make explicit in the form of claims -
something that can be said and (so) thought - a relation that otherwise
remained implicit in what one practically did, namely treat two claims as
materially incompatible®.

But before making this optional explicating step, our primitive people under-
stand incompatibility without understanding negation. If this picture of our
primordial language is coherent, then material incompatibility is conceptually
independent of logical negation.

Now imagine a modification of our primitive linguistic practice in which no
sentences are ever treated as incompatible. If one person says “Jack is male”
and another says “Jack is female”, nobody counts these claims as conflicting.
The native speakers never disagree, back down, retract their claims, or justify
them. They just say things. Without an understanding of incompatibility, and
the variety of behaviour that it engenders, we submit (following Brandom) that
there is insufficient richness in the linguistic practice for their sounds to count
as assertions. Without material incompatibility, their sounds are just barks.

Suppose the reporter’s differential responsive dispositions to call things red
are matched by those of a parrot trained to utter the same noises under the
same stimulation. What practical capacities of the human distinguish the
reporter from the parrot? What, besides the exercise of regular differential
responsive dispositions, must one be able to do, in order to count as having
or grasping concepts? ... To grasp or understand a concept is, according to
Sellars, to have practical mastery over the inferences it is involved in... The
parrot does not treat “That’s red” as incompatible with “That’s green”".

If this claim is also accepted, then material incompatibility is not just concep-
tually independent of logical negation, but conceptually prior.

1.2 Negation as the Minimal Incompatible

In [7] and [8], Brandom describes logical negation as a limiting form of material
incompatibility:

Incompatible sentences are Aristotelian coniraries. A sentence and its
negation are contradictories. What is the relation between these? Well, the
contradictory is a contrary: any sentence is incompatible with its negation.
What distinguishes the contradictory of a sentence from all the rest of its
contraries? The contradictory is the minimal contrary: the one that is
entailed by all the rest. Thus every contrary of “Plane figure f is a circle”
- for instance “f is a triangle”, “f is an octagon”, and so on - entails “f
is not a circle”.

® [8] pp. 47-48.
6 [7] pp. 88-89, our emphasis.



22 R. Evans and M. Berger

Here, “Jack loves Jill” is not a syntactic constituent®.
There are many types of inferential relations between atomic sentences of a
natural language. For example:

— “Jack is male” is incompatible with “Jack is female”
— “Jack loves Jill” implies “Jack loves”

— “Jack walks slowly” implies “Jack walks”

— “Jack loves Jill and Joan” implies “Jack loves Jill”
— “Jack is wet and cold” implies “Jack is cold”

The first of these examples involves an incompatibility relation, while the others
involve entailment relations. A key question this paper seeks to answer is: what
is the simplest logic that can capture these inferential relations between atomic
sentences?

1.4 Wittgenstein’s Vision of a Logic of Elementary Propositions

In the Tractatus [34], Wittgenstein claims that the world is a set of atomic sen-
tences in an idealised logical language. Each atomic sentence was supposed to be
logically independent of every other, so that they could be combined together in
every possible permutation, without worrying about their mutual compatibility.
But already there were doubts and problem cases. He was aware that certain
statements seemed atomic, but did not seem logically independent:

For two colours, e.g., to be at one place in the visual field is impossible,
and indeed logically impossible, for it is excluded by the logical structure
of colour. (6.3751)

At the time of writing the Tractatus, he hoped that further analysis would reveal
that these statements were not really atomic.

Later, in the Philosophical Remarks [33], he renounced the thesis of the logical
independence of atomic propositions. In §76, talking about incompatible colour
predicates, he writes:

That makes it look as if a construction might be possible within the ele-
mentary proposition. That is to say, as if there were a construction in logic
which didn’t work by means of truth functions. What’s more, it also seems
that these constructions have an effect on one proposition’s following log-
ically from another. For, if different degrees exclude one another it follows
from the presence of one that the other is not present. In that case, two
elementary propositions can contradict one another.

Here, he is clearly imagining a logical language in which there are incompatibil-
ities between atomic propositions. In §82:

8 To see that “Jack loves Jill” is not a constituent of “Jack loves Jill and Joan”, observe
that “and” conjoins constituents of the same syntactic type. But “Jack loves Jill” is
a sentence, while “Joan” is a noun. Hence the correct parsing is “Jack (loves (Jill
and Joan))”, rather than “(Jack loves Jill) and Joan”.
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Fig. 1. Example model.

Here we assume, as we do with all subsequent figures, that the top state is the
start state. The same model does not satisfy any of the following formulae.

()  Ha}  Haeb (@b} (a)(e)  (a)(B){c}

Figure 2 shows various models of (a)(b) and Fig.3 shows one model that does,
and one that does not, satisfy the formula !{a, b}. Both models validate !{a, b, c}.

Cathoristic logic does not have the operators —,V, or —. This has the fol-
lowing two significant consequences. First, every satisfiable formula has a unique
(up to isomorphism) simplest model. In Fig. 2, the left model is the unique sim-
plest model satisfying (a)(b). We will clarify below that model simplicity is closely
related to the process theoretic concept of similarity, and use the existence of
unique simplest models in our quadratic-time decision procedure.

@

b

&

Fig. 2. Three models of (a){(b)T

Secondly, cathoristic logic is different from other logics in that there is an
asymmetry between tautologies and contradictories: logics with conventional
negation have an infinite number of non-trivial tautologies, as well as an infinite
number of contradictories. In contrast, because cathoristic logic has no nega-
tion or disjunction operator, it is expressively limited in the tautologies it can
express: | and conjunctions of T are its sole tautologies. On the other hand, the
tantum operator enables an infinite number of contradictories to be expressed.
For example:

{a)y A0 (a) A Wb} {a) A Wb, c} by A0
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o a
% @?S ¢ ®

Fig. 16. Worked example of neg. Note that the transition system on the left is non-
deterministic.

Now:

neg(y, (@) ((H)T A (c)T))
= N (a)neg(z, (0)T A () T)
= (a)neg(z1, ()T A () T) A (a)neg(z2, ()T A () T)
= (a)((b) T A neg(z1, () T)) A {a)neg(z2, (b) T A (c) T)
= (@)((0) T A neg(z1,(c) T)) A {a)(neg(z2, (B) T) A () T)
= (a)((5) TAH{D}) A (a)(neg(z2, (B) T) A (c) T)
= (@) ((0) TAH{D}) A {a)(He} Ay T)

The resulting formula is true in y but not in y’.

B Omitted Proofs

B.1 Proof of Lemma 5
If M = ¢ then M < simpl(p).

Proof. We shall show Th(simpl(¢)) € Th(9). The desired result will then follow
by applying Theorem 1. We shall show that

If M |= ¢ then Th(simpl(¢)) € Th(M)

by induction on ¢. In all the cases below, let simpl(¢) = (£, w) and let 9 =
(L',w"). The case where ¢ = T is trivial. Next, assume ¢ = (a)1p. We know
M = (a)yp and need to show that Th(simpl({a)y)) C Th(M). Since (L' w') |
(a)y), there is an ' such that w’ = 2’ and (£’,2") |= 1. Now from the definition
of simpl(), simpl((a)?) is a model combining simpl(¢)) with a new state w not
appearing in simpl(1)) with an arrow w — z (where z is the start state in
simpl(7))), and A(w) = X. Consider any sentence £ such that simpl({a)1)) |
£. Given the construction of simpl({a)y), & must be a conjunction of T and
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formulae of the form (a)7. In the first case, (L', 2’) satisfies T; in the second
case, (L', 2') = 7 by the induction hypothesis and hence (L', w’) = {(a)7.

Next, consider the case where ¢ =!A, for some finite set A C X. From the
definition of simpl(), simpl(!A4) is a model with one state s, no transitions, with
A(s) = A. Now the only formulae that are true in simpl(!4) are conjunctions of
T and !B, for supersets B 2 A. If 9 [=!A then by the semantic clause for !,
N(w'") C A, hence 9 models all the formulae that are true in simpl(1A).

Finally, consider the case where ¢ = 1)1 A 1by. Assume I = ¢y and M | 5.
We assume, by the induction hypothesis that Th(simpl(1)) € Th(9M) and
Th(simpl(12)) € Th(9). We need to show that Th(simpl(¥; A t22)) C Th(9N).
By the definition of simpl(), simpl( A ) = simpl(e1) M simpl(¢s2). If simpl(¢y)
and simpl(¢2) are inconsistent (see the definition of inconsistent in Sect.6.4)
then 9 = L. In this case, Th(simpl(11) A simpl(x2)) C Th(Ll). If, on the
other hand, simpl(1’;) and simpl(1)2) are not inconsistent, we shall show that
Th(simpl(1p1 A 12)) € Th(M) by reductio. Assume a formula ¢ such that
simpl(10; Abg) = &€ but MM €. Now & # T because all models satisfy T. £ cannot
be of the form (a)7 because, by the construction of merge (see Sect. 6.4), all tran-
sitions in simpl(tn A1b2) are transitions from simpl(4);) or simpl(v2) and we know
from the inductive hypothesis that Th(simpl(¢7)) € Th(91) and Th(simpl(¢2)) C
Th(9M). £ cannot be ! A for some A C X, because, from the construction of merge,
all state-labellings in simpl(t; A 402) are no more specific than the correspond-
ing state-labellings in simpl(1);) and simpl(?), and we know from the inductive
hypothesis that Th(simpl()1)) € Th(9t) and Th(simpl(2)) € Th(9). Finally, £
cannot be & A ziy because the same argument applies to xi; and ziy individ-
ually. We have exhausted the possible forms of £, so conclude that there is no
formula £ such that simpl(¥; A ¢2) = & but 9 ¥ £ Hence Th(simpl(y1 A12)) C
Th(9m). O

B.2 Proof of Lemma 6

If ¢ |= 4 then simpl(¢) < simpl(¢)

Proof. By Theorem 1, simpl(¢) =< simpl(y)) iff Th(simpl(y)) € Th(simpl(¢)).
Assume ¢ = v, and assume £ € Th(simpl(¢)). We must show & € Th(simpl(¢)).
Now simpl() is constructed so that:

simpl(v) = |_[{™ [ M = ¢}

So & € Th(simpl()) iff for all models M, M |= ¢ implies M |= £. We must
show that 9 |= ¢ implies M |= £ for all models M. Assume M |= ¢. Then since
¢ =1, M = 1. But since & € Th(simpl(¢)), M = £ also. 0
B.3 Proof of Lemma 7

If Z(¢) € Z(¢) then J(simpl()) C J (simpl(¢))
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Proof. Assume Z(v) C Z(¢) and M M simpl(¢) = L. We need to show
MMsimpl(¢) = L. If Z(¢)) € Z(¢) then for all formulae &, if simpl(£)Msimpl(1)) =
L then simpl(£) Msimpl(¢) = L. Let & be char(9M). Given that 2t simpl())

L and simpl(char(91)) =< M, simpl(char(M)) M simpl(¢») = L. Then as
Z(¢p) € Z(¢p), simpl(char(M)) M simpl(¢) = L. Now as MM =< simpl(char(9M)),
M M simpl(¢) = L. o
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