Machine Reading
Comprehension

Algorithms and Practice




Elsevier

Radarweg 29, PO Box 211, 1000 AE Amsterdam, Netherlands

The Boulevard, Langford Lane, Kidlington, Oxford OXs5 1GB, United Kingdom
50 Hampshire Street, sth Floor, Cambridge, MA 02139, United States

Copyright © 2021 Beijing Huazhang Graphics & Information Co., Ltd/China Machine Press.
Published by Elsevier Inc. All rights reserved.

No part of this publication may be reproduced or transmitted in any form or by any means,
electronic or mechanical, including photocopying, recording, or any information storage and
retrieval system, without permission in writing from the publisher. Details on how to seek
permission, further information about the Publisher’s permissions policies and our
arrangements with organizations such as the Copyright Clearance Center and the Copyright
Licensing Agency, can be found at our website: www.elsevier.com/permissions.

This book and the individual contributions contained in it are protected under copyright by
the Publisher (other than as may be noted herein).

Notices

Knowledge and best practice in this field are constantly changing. As new research and
experience broaden our understanding, changes in research methods, professional practices,
or medical treatment may become necessary.

Practitioners and researchers must always rely on their own experience and knowledge in
evaluating and using any information, methods, compounds, or experiments described
herein. In using such information or methods they should be mindful of their own safety
and the safety of others, including parties for whom they have a professional responsibility.

To the fullest extent of the law, neither the Publisher nor the authors, contributors, or
editors, assume any liability for any injury and/or damage to persons or property as a matter
of products liability, negligence or otherwise, or from any use or operation of any methods,
products, instructions, or ideas contained in the material herein.

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available from the Library of Congress

ISBN: 978-0-323-90118-5

For Information on all Elsevier publications
visit our website at https://www.elsevier.com/books-and-journals

Publisher: Glyn Jones

Editorial Project Manager: Naomi Robertson

Production Project Manager: Punithavathy Govindaradjane
Cover Designer: Mark Rogers i

: q Working together
—4B8 1o grow libraries in
Beok2ld developing countries

TyPESEt by MPS Limited, Chennai, India www.elsevier.com ¢ www.bookaid.org



Contents

About the author

Foreword by Xuedong Huang
Foreword by Zide Du

Preface

Recommendation

Part | Foundation
1. Introduction to machine reading comprehension

1.1 The machine reading comprehension task
1.1.1 History of machine reading comprehension
1.1.2  Application of machine reading comprehension
1.2 Natural language processing
1.2.1 The status quo of natural language processing
1.2.2 Existing issues
1.3 Deep learning
1.3.1 Features of deep learning
1.3.2 Achievements of deep learning
1.4 Evaluation of machine reading comprehension
14.1  Answer forms

1.4.2 Recall-oriented understudy for gisting evaluation: metric

for evaluating freestyle answers
1.5 Machine reading comprehension datasets
1.5.1 Single-paragraph datasets
1.5.2 Multiparagraph datasets
1.5.3 Corpus-based datasets

1.6 How to make an machine reading comprehension dataset

1.6.1 Generation of articles and guestions
1.6.2 Generation of correct answers
1.6.3 How to build a high-quality machine reading
comprehension dataset
1.7 Summary
References

2. The basics of natural language processing

2.1 Tokenization
2.1.1 Byte pair encoding

Xi
il
XV
Xvii
XXi

— = WO N W W

WO o 0 ~N Oy Bsw

20
25
25

27

27
28



Vi

2.2

23

2.4

25

Contents

The cornerstone of natural language processing: word vectors
2.2.1 Word vectorization

2.2.2 Word2vec

Linguistic tagging

2.3.1 Named entity recognition

2.3.2 Part-of-speech tagging

Language model

241 N-gram model

2.4.2 Evaluation of language models

Summary

Reference

3. Deep learning in natural language processing

3.1

3.2

33

3.4

3.5

Part

From word vector to text vector

3.1.1 Using the final state of recurrent neural network
3.1.2 Convolutional neural network and pooling

3.1.3 Parametrized weighted sum

Answer multiple-choice questions: natural language understanding
3.2.1 Network structure

3.2.2 Implementing text classification

Write an article: natural language generation

3.3.1 Network architecture

3.3.2 Implementing text generation

3.3.3 Beam search

Keep focused: attention mechanism

3.4.1 Attention mechanism

3.4.2 Implementing attention function

3.4.3 Sequence-to-sequence model

Summary

I Architecture

4. Architecture of machine reading comprehension models

4.1
4.2

4.3

General architecture of machine reading comprehension models
Encoding layer

4.2.1 Establishing the dictionary

4.2.2 Character embeddings

4.2.3 Contextual embeddings

Interaction layer

31
31
33
35
36
37
41
42
45
45
46

47

47
47
48
51
52
53
53
55
55
57
59
61
62
63
63

69

69
70
70
72
74
75



44

45

Contents

4.3.1 Cross-attention

432 Self-attention

433 Contextual embeddings

Output layer

44.1 Construct the question vector
442 Generate multiple-choice answers
443 Generate extractive answers

444 Generate freestyle answers
Summary

References

Common machine reading comprehension models

5.1

5.2

53

54

55

Bidirectional attention flow model
5.1.1 Encoding layer

5.1.2 Interaction layer

5.1.3 Output layer

R-NET

5.2.1 Gated attention-based recurrent network
5.2.2 Encoding layer

5.2.3 Interaction layer

5.24 Output layer

FusionNet

5.3.1 History of word

5.3.2 Fully-aware attention

5.3.3 Encoding layer

5.3.4 Interaction layer

5.3.5 Output layer
Essential-term-aware retriever—reader
54.1 Retriever

542 Reader

Summary

References

Pretrained language models

6.1
6.2

6.3

Pretrained models and transfer learning
Translation-based pretrained language model: CoVe
6.2.1 Machine translation model

6.2.2 Contextual embeddings

Pretrained language model ELMo

vii

93

93
93
94
97
97
98
99
99
100
101
101
103
103
104
105
106
106
108
111
111

113

113
115
115
116
118



viii

6.4

6.5

6.6

Contents

6.3.1 Bidirectional language model

6.3.2 How to use ELMo

The generative pretraining language model: generative
pre-training (GPT)

6.4.1 Transformer

6.4.2 GPT

6.4.3 Apply GPT

The phenomenal pretrained language model: BERT
6.5.1 Masked language model

6.5.2 Next sentence prediction

6.5.3 Configurations of BERT pretraining

6.54 Fine-tuning BERT

6.5.5 Improving BERT

6.5.6 Implementing BERT fine-tuning in MRC
Summary

References

Part lll Application
7. Code analysis of the SDNet model

7.1

7.2

7.3

74

75

76

Multiturn conversational machine reading
comprehension model: SDNet

7.1.1 Encoding layer

7.1.2 Interaction layer and output layer
Introduction to code

7.2.1 Code structure

7.2.2 How to run the code
7.2.3 Configuration file
Preprocessing

7.3.1 Initialization

7.3.2 Preprocessing
Training

7.4.1 Base class

7.4.2 Subclass

Batch generator

7.5.1 Padding

7.5.2 Preparing data for Bidirectional Encoder Representations
from Transformers

SDNet model
7.6.1 Network class



7.7

Contents

7.6.2 Network layers

7.6.3 Generate Bidirectional Encoder Representations from
Transformers embeddings

Summary

Reference

8. Applications and future of machine reading comprehension

8.1

8.2

83
84

85

8.6
8.7

8.8

Intelligent customer service

8.1.1 Building product knowledge base

8.1.2 Intent understanding

8.1.3 Answer generation

8.1.4 Other modules

Search engine

8.2.1 Search engine technology

8.2.2 Machine reading comprehension in search engine

823 Challenges and future of machine reading comprehension
in search engine

Health care

Laws

84.1 Automatic judgement
8.4.2 Crime classification
Finance

8.5.1 Predicting stock prices
8.5.2 News summarization
Education

The future of machine reading comprehension
8.7.1 Challenges

8.7.2 Commercialization
Summary

References

Appendix A: Machine learning basics
Appendix B: Deep learning basics

Index

ix

174

182
183
184

185

185
186
186
189
189
190
190
192

193
195
196
196
197
197
198
198
199
200
200
204
206
207

209
213
239



This page intentionally left blank



About the author

Dr. Chenguang Zhu is a Principal Research Manager in the Microsoft
Corporation. Dr. Zhu obtained his PhD in Computer Science from Stanford
University, United States. He is leading efforts in the research and producti-
zation of natural language processing in Azure Cognitive Al. He is proficient
in artificial intelligence, deep learning, and natural language processing,
specializing in machine reading comprehension, text summarization, and dia-
logue understanding. He has led teams to win the first place in the SQuAD
1.0 Machine Reading Comprehension Competition held by Stanford
University, and reach human parity in the CoQA Conversational Reading
Comprehension Competition. He has 40 papers published in top Al and
NLP conferences, such as ACL, EMNLP, NAACL, and ICLR, with more
than 1000 citations.

Xi



This page intentionally left blank



Foreword by Xuedong Huang

There are two levels of intelligence. One 1s perceptual intelligence, which
enables the computer to see, hear, and touch. In these areas, artificial intelli-
gence has made many breakthroughs, such as speech recognition, speech
synthesis, and computer vision. A higher level is cognitive intelligence,
which requires computers to understand and analyze concepts, relation-
ships, and logic. At this level, artificial intelligence is still in its infancy.

As an important medium for human communication and information
dissemination, language is at the core of human intelligence. From the
Turing Test in the 1950s to the deep learning era today, the understand-
ing and application of natural language has always been a hot research
topic. If Al is the crown, speech and language technologies are the jewels
on top of the crown. It is fair to say that if computers can fully understand
human language, we’ll have achieved strong artificial intelligence.

In recent years, machine reading comprehension has become one of the
most popular and cutting-edge directions in natural language processing
research. It has significant scientific and practical values to enable computer
models to read articles, analyze semantics, and answer questions like humans.
Machine reading comprehension technology can automate plenty of time-
consuming and laborious text analysis work and greatly improve the produc-
tivity of many applications, ranging from intelligent customer service to
search engines, from automatic essay scoring to intelligent finance.

With the development of deep learning technology, the research of
machine reading comprehension has made tremendous progress. In some
specific tasks, the answers of computer models are already comparable to
the human level. Some media reports have even claimed that the com-
puter is superior to humans in reading comprehension. However, existing
models are still far from a genuine and thorough understanding of text. In
many cases, these models still rely on simple matching of words and
phrases, rather than on a thorough understanding of the syntactic structure
and semantics.

In general, there are three key factors to the success of an artificial intel-
ligence system: platform, data, and algorithm. As the computing power and
magnitude of data continue to soar, the exploration and improvement of
algorithms have become a hotly contested spot for artificial intelligence
rescarch.

Xiii



Xiv Foreword by Xuedong Huang

Currently there are very few books on the market which have a com-
plete introduction to machine reading comprehension. Dr. Chenguang
Zhu in our team has worked deeply in this direction for many years and
has led the team to achieve top places in a number of international contests.
The purpose of his book is to objectively show the field of machine reading
comprehension to readers. The book includes a detailed introduction to
the latest research results and thoughts on the future directions of machine
reading comprehension. I hope this book will inspire readers to work
together to achieve human-level machine reading comprehension.

Dr. Xuedong Huang
CTO of Artificial Intelligence, Microsoft,
Redmond, WA, United States



Foreword by Zide Du

Natural language processing aims to solve the problem of understanding
and generating natural language. Natural language is the jewel in the
crown of artificial intelligence. It is one of the most important abilities of
computers, but is also a challenging direction to study. Every human lan-
guage has its own grammar, but because of the different styles of usage,
coupled with factors such as dialects and idioms, the resulting forms of
language have a large variation. These variations usually do not interfere
much with the communication between humans, but it is very difficult
for computers to understand. This is because the current von Neumann
computer architecture is good at handling information with clear rules,
but is less capable of handling constantly evolving forms of information.

Over the years, researchers have proposed and developed many methods,
ranging from rule-based linguistic techniques to models based on statistical
machine learning. In recent vyears, researchers have developed end-to-end
deep learning frameworks for natural language processing, including word
embeddings, attention mechanisms, encoder—decoder architecture, and the
recent, pretraining models. These techniques have greatly improved models’
ability to understand text and brought new interesting ideas to natural
language processing,

Machine reading comprehension is one of the most popular and cutting-
edge research topics in natural language processing. Reading is the basic
means for people to obtain information. Without reading there is no under-
standing, and without understanding one cannot communicate. There are
already many chatbots in the market, but people often find them responding
off the point. The reason is that the current technology is a black box
approach based on text matching. So the chatbot does not really understand
what people mean. As we know, humans communicate with context, so
that we can easily understand what other people are talking about via
referencing. However, it is very difficult to make machines understand the
context. In order to solve these problems, researchers have proposed many
ways to improve models’ ability to understand dialog and articles. Moreover,
the release of many reading comprehension datasets have played an impor-
tant role in promoting the development of technology.

In addition to its research values, machine reading comprehension has
many meaningful applications. For example, machine-generated article

XV
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summaries can save a lot of time of reading the full text, and the QA sys-
tem can accurately find answers to user questions from a large number of
documents. Machine reading comprehension is also the basis for transla-
tion and dialog, which are of great value to computer-assisted services.

Chenguang’s book systematically introduces the key technologies and
progress in this area as well as existing challenges. I believe that readers
will have a clear understanding of the research and application of this field
after reading this book.

During high school, Chenguang participated in the National Olympiad
in Informatics (NOI) organized by the China Computer Federation (CCF),
winning gold medals in the national competition. He was also a candidate
for the Chinese team for the International Olympiad in Informatics. As I
was the chairman of NOI, I got to know him back then. He later went to
Tsinghua University to study computer science, got a PhD at Stanford
University, and now works at Microsoft on natural language processing.
We rarely see each other, but constantly keep in touch. I think he is a tal-
ented young scholar with a rigorous and very sensible style. I am therefore
very happy to discuss various issues with him. He asked me to write the
foreword for his new book and I am very glad to see his research progress.
I also want to express my congratulations to him.

Zide Du

Former Researcher at the Institute of Computing Technology,
Chinese Academy of Sciences, Beijing, China;

Secretary General of the Chinese Computer Federation, Beijing, China



Preface

Reading 1s an important means for humans to acquire knowledge and
understand the world. For thousands of years, language has been the carrier
of human civilization, containing a wealth of information, experience, and
wisdom. Language’s nature of high concentration makes reading ability a
vital intelligence. The famous science fiction writer, Mr. Liu Cixin,
described the efficiency of human language communication in his novel
The Rural Teacher:

You're trying to tell us that a species that has no memory inheritance, commu-
nicates with each other in sound waves at an incredible rate of 1 to 10 bits per
second, can create a 5B-level civilization?! And this civilization has evolved on
its own without any cultivation from external advanced civilization?!

It is estimated that the average reading speed of humans is about two
to three times the speed of speech. Thus, under a rough estimate, even if
a person reads for 8 hours a day for 50 years, he or she can only get about
1.5 GB of information out of reading. However, human civilization has
far exceeded this magnitude. Therefore reading is a complex process of
abstracting text into concepts, ideas, and derived knowledge through
understanding.

In today’s wave of artificial intelligence, it is very important to enable
the computer learn to read. On the one hand, reading ability lies at the
core of human intelligence, which is indispensable in the ultimate form of
artificial intelligence. On the other hand, with the explosion of text data,
computer models can automate the process of text understanding, save a
lot of cost and time, and have a wide range of applications in many
industries.

Thus in recent years machine reading comprehension (MR C) has been
one of the most cutting-edge research topics in natural language processing.
The goal of the study is to teach computers to read articles and answer
related questions like humans. Lots of Al technologies have been applied to
this field, and there have emerged many MRC tasks. I was fortunate
enough to be among the first group of researchers in this field, designing
and implementing several models to win the first place in the SQuAD
competition hosted by Stanford University, and surpass human level
performance for the first time in the conversational MRC competition

CoQA.

xvii
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However, as computer models outperform humans on more datasets,
many media reports use headlines like Computer has beaten humans in read-
ing, which contributes to the so-called claim that Al has replaced humans.
As a researcher in this area, I deeply feel that computers are far from
humans’ ability of reading and understanding. Although current reading
comprehension models have achieved huge progress compared with a
decade ago, they are above the human level only in specific datasets under
various constraints. Studies have shown that the performance of these
models will significantly drop when a confusing sentence is appended to
the article, while humans find it very casy to judge.

In contrast to the boom of machine reading comprehension rescarch,
there are so far no books on the market in this field. Most progress is pub-
lished in the form of academic papers, and little information can be found
about the application of MRC in industry. Therefore the purpose of this
book is to objectively show the status quo of machine reading comprehen-
sion research. Starting from the basic modules, the architecture of models,
and to cutting-edge algorithms, the book details the design and implemen-
tation of machine reading comprehension models. There are numerous
code examples in Python and PyTorch by the author, showcasing the
model building process, which has a high practical value. All the code is
available at https://github.com/zcgzcgzegl /MR C_book_en. In addition,
the book introduces the landing of machine reading comprehension tech-
nology in various industrial applications, such as intelligent customer service
and search engines, and points out the challenges and future directions of
MRC research.

Although currently machines are still inferior to humans in terms of
reading ability, we can leverage the high speed and large storage of com-
puters to overtake humans. As said in the ancient Chinese proverb, When
one learns 300 poems of the Tang Dynasty by heart, he is sure to be able to write
poetry. Nowadays, computers can read a million poems in a split second.
So there is every reason to expect a breakthrough in machine reading
comprehension. For example, the BERT model combines the merits of
massive data and large models to make breakthroughs in many areas of
natural language processing including machine reading comprehension. I
hope that this book can inspire readers to make computers achieve and
exceed the reading ability of humans in the near future.

The book is divided into three parts, with a total of eight chapters.

The first part is Foundation (Chapters 1—3), which introduces the
basics of machine reading comprehension and key technologies. These
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include the definition of the MRC task, natural language processing tech-
niques used in MR.C models, and related deep learning network modules,
such as how to represent articles and questions in computers, how to
answer multiple-choice questions, and how to generate freestyle answers.

The second part is Architecture (Chapters 4—6), which introduces the
basic model architecture and popular models for machine reading com-
prehension. It also analyzes the state-of-the-art pretrained models, for
example, GPT and BERT, that have had a revolutionary impact on
machine reading comprehension research.

The third part is Application (Chapter 7: Code Analysis of SDNet
Model and Chapter 8: Applications and Future of Machine Reading
Comprehension), including the code analysis of the SDNet model which
won first place in the CoQA MRC competition in 2018, the process of
landing machine reading comprehension technology in various industrial
applications, as well as challenges and future directions of MR C research.

The errata information of this book is available in the code link above.
If you have any comments, please contact me at zcg.stanford@gmail.com.
I look forward to receiving feedback and communicating with dear readers.
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The last several years can be seen as a golden era of natural language pro-
cessing, especially machine reading comprehension. The rapid progress
has the potential to enable many applications that we could only imagine
before. Both beginners and experts in machine reading comprehension
will enjoy this book because it is comprehensive and it explains difficult
concepts in an easy-to-understand manner. I highly recommend it!

Quoc Le

Principal Scientist, Google Brain, Mountain View, CA, United States

We have witnessed rapid progress in natural language processing in the past
few years. Dr. Zhu's book is a very good introduction to this field. Through
both hands-on code samples and the author's deep understanding and analysis
of the area, the book will be highly useful to readers at all levels.

Jiajun Wu

Assistant Professor in the Computer Science Department at Stanford University,
Stanford, CA, United States

[ love this book. It will help both beginners and long-term researchers. It
can be used for teaching, research, and even self-study and experimenta-
tion. Thanks to the emergence of this book, I hope you will also start to
love artificial intelligence and natural language processing.

Meng Jiang

Assistant Professor in the Department of Computer Science and Engineering, the
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Head of Data Mining Towards Decision Making Lab, Notre Dame, IN,
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Machine reading comprehension is a frontier research topic in natural lan-
guage processing and artificial intelligence. In recent years, there are many
research results and international competitions in this field. However,
there are very few books that comprehensively investigate machine read-
ing comprehension. The publication of this book fills this gap at the right
time. The author has an educational background at Tsinghua University
and Stanford University, with extensive research and engineering experi-
ence in the world's leading IT companies. He has led teams to achieve
first places in the Stanford Conversational Question Answering Challenge
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(CoQA), the Stanford Question Answering competition (SQuAD v1.0),
and the AI2 Reasoning Challenge (ARC). Therefore this book has a great
combination of both cutting-edge research results and practical applica-
tions. At present, the study of machine reading comprehension is rapidly
rising, so I believe you will like reading this book.

Maosong Sun

Professor in the Department of Computer Science at Tsinghua University, Beijing,
China

Executive Vice President of the Institute of Artificial Intelligence at Tsinghua University,
Beijing, China

This book provides an in-depth introduction to the basics of natural
language processing, various model architectures, the applications, and chal-
lenges of machine reading comprehension, coupled with detailed examples.
The author also shares his leading research results on machine reading
comprehension and in-depth thinking on the future direction. I recommend
this book to students, researchers, and engineers who specialize in natural
language processing, especially machine reading comprehension.

Michael Zeng

Partner Research Manager, Head of AI Cognitive Services Group, Microsoft,
Redmond, WA, United States
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CHAPTER 1

Introduction to machine reading
comprehension

1.1 The machine reading comprehension task

Since the advent of computers, we have dreamed of enabling machines to
acquire human-level intelligence. Among the various forms of intelli-
gence, understanding language is essential in human life, including daily
communication, description of concepts, and propagation of ideas. As a
famous example, the Turing Test proposed by Alan Turing in 1950
employed conversation as an important criterion for artificial intelligence.
Machine reading comprehension (MRC) is one of the most important
tasks in language understanding. Snow defined reading comprehension in
[1] as “the process of extracting and constructing article semantics from
written text by interaction.” The goal of MRC is to use artificial intelli-
gence technology to enable computers to understand articles like humans.

1.1.1 History of machine reading comprehension

The history of MR C dates back to the 1970s, when researchers started to
recognize the significance of text understanding in artificial intelligence.
The first reading comprehension system, QUALM [2], was proposed in
1977. The system was built upon hand-coded scripts and focused on prag-
matic issues of reading comprehension, including its relation to question
answering.

Twenty years later, a reading comprehension dataset consisting of
about 120 stories for 3rd—6th grade students was released in 1999,
together with a rule-based model Deep Read [3]. The model leveraged
low-level linguistic features and could achieve 30%—40% accuracy in
question answering.

In 2013 the MRC problem was formally framed as a supervised
learning task: given a passage and a related question, the model should
give the answer in the required format. With the advent of larger data-
sets like McTest and ProcessBank, many machine learning models have
been proposed. Most of these approaches leveraged linguistic tools such
Machine Reading Comprehension. DOI: https://doi.org/10.1016/B978-0-323-90118-5.00001-1

© 2021 Beijing Huazhang Graphics & Information Co., Ltd/China Machine Press. 3
Published by Elsevier Inc. All rights reserved.



4 Machine Reading Comprehension

as dependency parsers and named entity recognition to obtain features
and build statistical models to maximize the probability of correctness of
the generated answer.

From 2015 the vast majority of MRC algorithms have been built on
deep learning and deep neural networks. These approaches utilize their
immense model complexity to accurately characterize the semantic space
and achieve higher answer accuracy. Moreover, these models typically
don’t require manually designed features. Instead, a robust and generaliz-
able feature representation can be automatically learned from the data.
This greatly reduces the dependence on expert knowledge and down-
stream linguistic tools. The success of deep learning models is also closely
related to the emergence of various large-scale MRC datasets such as
SQuAD, RACE, and MS MARCO. In this book, we will primarily focus
on the MR C models based on deep learning.

1.1.2 Application of machine reading comprehension

With a plethora of text data generated from various industries, the tradi-
tional way of manually processing data has become the bottleneck of
many applications due to its slow speed and huge cost. Therefore MRC
technology, which can automatically process and analyze text data and
extract semantic knowledge from it, is gaining more popularity.

For example, the traditional search engine can only return documents
related to user queries, while an MR C model can pinpoint the answers in
the document, thereby improving the user experience. MRC can also
greatly improve the efficiency in customer service when searching for
solutions to users’ problems in product documentations. In the field of
medical intelligence, a reading comprehension model can analyze the
patient’s symptoms and automatically consult huge piles of medical
records and papers to find possible causes and give a diagnosis. MRC can
help revise essays for students and offer suggestions for improvement,
enabling students to improve their writing skills anytime, anywhere.
Chapter 8, Applications and Future of Machine Reading Comprehension,
will cover these applications of MR C in more details.

Thus MRC can help save tremendous manpower and time in scenar-
ios that require automated processing and analysis of a large amount of
text. Even if the quality of a reading comprehension model does not
completely reach the level of humans, it can save cost by solving a part of
the problem space. For instance, in customer service, the computer can
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focus on solving the most frequent problems with a high accuracy, while
resorting to human agents for the remaining problems. Due to its wide-
spread applications in various domains, MRC has become one of the
most popular directions in cutting-edge Al research.

1.2 Natural language processing

MRC is an important direction in natural language processing (NLP).
NLP analyzes the patterns and structures of human language, with the
goal of designing computer models to understand language and commu-
nicate with humans. The history of NLP can be traced back to the birth
of artificial intelligence. Over the decades, we have made huge progress in
many NLP areas, such as understanding and generation, which has laid a
solid foundation for MRC research. Thus in this section we will intro-
duce the status quo of NLP research and its impact on MRC.

1.2.1 The status quo of natural language processing

NLP has evolved over 70 years, with many refined subtasks in the field.
Here is an introduction to those important research directions related to
MRC:

1. Information retrieval studies how to find results related to user queries in
a massive number of documents or webpages. The research on infor-
mation retrieval is relatively mature and widely used in products like
search engines. It greatly promotes the dissemination and acquisition
of information. When a reading comprehension task involves a large-
scale text corpus, information retrieval is usually employed as the first
module to extract relevant information.

2. Question and answering system establishes a system that automatically
answers a user’s question. The difference between a QA system and an
information retrieval system is that a QA system needs to understand
the semantics of complex questions and often support multiple turns
of question answering. In a conversational reading comprehension
task, the model should analyze the information from both the article
and previous rounds of conversation to answer the question.

3. Text classification refers to the task of classifying articles, paragraphs, and
statements, such as categorizing webpages by content and subject. In
MRC, some models build a text classification module to check
whether the question is about time, location, or other category of
information. This can help improve the accuracy of answers.
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4. Machine translation studies how to let the computer automatically trans-
late text into other languages. This can be applied to cross-lingual
reading comprehension tasks. For example, we can use machine trans-
lation to generate training data from popular languages to train a
MRC model on low-resource languages.

5. Text summarization studies how to summarize an article’s salient infor-
mation in an abridged version. Because text summarization involves a
deep analysis of the article semantics, many of its techniques have been
applied to MRC, including the encoder—decoder architecture and the
pointer—generator network.

1.2.2 Existing issues

Although we have made remarkable achievements in many NLP tasks,
there are still many problems that have not yet been well addressed,
including the understanding of language structure and semantics. Many of
these unsolved problems are also closely related to MRC.

1.2.2.1 The ambiguity of language

One of the characteristics of language is that it can express complex ideas
with succinct statements. Thus it is common to have ambiguity in a sentence,
that is, there are many reasonable interpretations. Here are some examples.

Example 1: The fish is ready to eat.

It can mean that the fish can start eating or the fish can be provided to
someone to eat. The ambiguity comes from the different interpretations
of the thematic role of the fish: whether it is the agent or patient of the
action “eat.”

Example 2: David solved the problem foo.

Without context, it is hard to determine what fact “too” refers to. It
can be that someone else solved the problem and David also did it. It can
also be that David designed the problem and also solved it.

Example 3: I saw a man on the hill with a telescope.

The telescope could be in my hand (which I used to see the man) or
with the man (I saw the man and his telescope), since both are valid under
grammatic rules.

These are just some of the numerous examples of ambiguity in lan-
guage. Even for humans, it is difficult to judge the true intentions of the
speaker. However, if there is enough contextual information, most ambi-
guity can be eliminated. For example, if a cook says “the fish is ready to
eat” before dinner, we know that this dish is ready for dining.
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Nevertheless, many NLP models still struggle to understand the semantics
of context. By analyzing the results of various models on tasks such as MRC,
the researchers find that existing models are largely dependent on keyword
or phrase matching, which greatly limits their capability to understand con-
text and handle ambiguity.

1.2.2.2 Common sense and reasoning skills

In many cases, humans can reason from conversations to draw conclusions
without explicit explanation. Here is an example dialogue of a customer
booking tickets through customer service:

Agent: Hello, how can | help you?
Customer; I'd like to book a flight from San Francisco to New York in early May.
Agent: OK, when do you want to fly?

Customer: Well, I'm going to New York for a conference, which is from the 4th
to 7th.

Agent: OK, here’s the direct flight information from San Francisco to New York
on May 3,...

Here, the customer does not directly answer the agent’s question about the
departure date. Instead, he gives the start and end date of the conference he
will attend. As the flight must arrive in New York before the meeting starts,
the agent infers that the departure date is May 3. And if the customer also
needs a flight back to San Francisco from New York, the agent should give
information about flights departing in the evening of May 7 or on May 8.

Therefore an automatic customer service model needs to infer infor-
mation like the departure date from previous conversations. This inference
requires the model to carry the common sense that the flight must reach
its destination before the conference.

In recent years, there have been many efforts in applying common sense
and reasoning to NLP. However, it remains an open question on how to
equip a model with large-scale common sense and conduct effective reasoning,.

1.3 Deep learning

Deep leamning is currently one of the hottest areas of research in Al. Models
based on deep learning play major roles in image recognition, speech recogni-
tion, NLP, and many other applications. The vast majority of MRC models
nowadays are based on deep learning as well. Therefore this section will

describe the characteristics of deep leaming and the successful use cases.
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1.3.1 Features of deep learning

Why can deep learning, as a branch of machine learning, stand out from
the numerous directions? There are several important reasons as follows.

First, most deep learning models have a large model complexity. Deep
learning is based on artificial neural networks (ANN), and one of the
characteristics of ANN is that its model size is controllable: even with a
fixed input dimension, the number of model parameters can be regulated
by adjusting the number of network layers, number of connections, and
layer size. As a result, deep learning makes it easy to increase model com-
plexity to make a more efficient use of massive data. At the same time,
studies have shown that the accuracy of deep learning models can increase
with a larger size of data. As the field of MRC continues to evolve, more
and more datasets emerge, making deep learning the most common
machine learning architecture in reading comprehension.

Second, deep learning has a powerful feature learning ability. In
machine leaming, the performance of a model largely depends on how it learns
a good representation of the data, that is, representation learning. Traditional
machine learning models require a predefined procedure of extracting task-
specific features. Prior to the advent of deep leaming, feature extraction was
often manual and required knowledge from domain experts. On the contrary,
deep leaming relies on neural networks to automatically leam effective feature
representations via a nonlinear transformation on the primitive data features, for
example, word vectors, picture pixels. In other words, deep learning can effec-
tively obtain salient features that are helpful to the target task, without the
need for model designers to possess special domain knowledge. As a result, it
greatly increases the efficiency of designing deep learning models for tasks from
various applications.

Third, deep leaming enables end-to-end learning. Previously, many
machine learning models proposed multistep solutions in the form of pipelines,
such as feature learning— feature categorization— modeling each category —
model ensembling. However, since each step can only be independently opti-
mized, it is difficult to simultaneously optimize the whole system to improve
its performance. Moreover, if any step within the model is updated, it is likely
that all downstream steps have to be adapted as well, which greatly reduces the
efficiency. One advantage of deep learning is that it enables end-to-end learn-
ing via the featurization ability of neural networks: feed in the raw data as
input, and output the required result. This approach can optimize all para-
meters in an orchestrated manner to boost accuracy. For example, in MRC,
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the model takes in the article and question text, and outputs the answer text.
This greatly simplifies the optimization and is also easy to use and deploy.

Fourth, the hardware for deep learning, especially Graphics
Processing Unit (GPU), is being continuously upgraded. As deep learn-
ing models are usually large, computational efficiency has become a very
important factor for the progress of deep learning. Fortunately, the
improved design of GPU has greatly accelerated the computation.
Compared with CPU, GPU has greater floating-point computing power,
faster read—write speed, and better parallelism. The development of
GPUs over the last decade follows the Moore’s law of early day CPUs,
where computing speed and device complexity grow exponentially over
time. The GPU industry, represented by companies such as NVIDIA,
Intel, and Google, continues to evolve and develop specialized GPUs for
deep leaming, contributing to the development and application of the
entire deep learning field.

Fifth, the emergence and prospenty of deep leaming frameworks and com-
munity immensely help prompt the booming of deep learning. With the
advent of frameworks, such as TensorFlow, PyTorch, and Keras, neural net-
works can be automatically optimized and the most commonly used network
modules are predefined, making deep learning development much simpler.
Meanwhile, deep learning communities quickly thrive. Every time a new
research result appears, there will be developers who immediately implement,
validate, and open source models, making the popularization of new technolo-
gies to be at an unprecedented level. Academic paper repositories (e.g., arXiv)
and open-source code platforms (e.g., GitHub) greatly facilitate the communi-
cation between researchers and developers, and considerably lower the thresh-
old for participation in deep learning research. For example, within a few
months of the publication and open source of the breakthrough Bidirectional
Encoder Representations from Transformers (BERT) model in 2018 (more
details in Chapter 6, Pretrained Language Model), models utilizing BERT had
taken top places in MRC competitions such as SQuUAD and CoQA (Fig. 1.1).

1.3.2 Achievements of deep learning

Since the advent of deep learning, it has achieved many remarkable results
in various fields such as speech, vision, and NLP.

In 2009 the father of deep learning, Geoffrey Hinton, worked with
Microsoft Research to significantly improve the accuracy of speech recog-
nition systems through the Deep Beliet Network, which was quickly
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Leaderboard

SQUAD2.0 tests the ability of a system to not only answer reading comprehension
questions, but also abstain when presented with a question that cannot be answered
based on the provided paragraph. How will your system compare to humans on this
task?

Rank Model EM Fi

Human Performance 86.831 89.452
Stanford University

1 BERT + DAE + AoA (ensemble) 87.147 89.474
Joint Laboratory of HIT and iFLYTEK Research

2 BERT + ConvLSTM + MTL + Verifier (ensemble) 86.730 89.286
Layer 6 Al

3 BERT + N-Gram Masking + Synthetic Self- 86.673 89.147
Training (ensemble)

Google Al Language
https:/github.com/google-research/bert

Figure 1.1 The top three models in the machine reading comprehension competi-
tion SQUAD 2.0 are all based on BERT.

reproduced by IBM, Google, and HKUST. This is also one of the earliest
success stories of deep learning. Seven years later, Microsoft further used a
large-scale deep learning network to reduce the word error rate of speech
recognition to 5.9%. This is the first time ever a computer model
achieved the same performance as a professional stenographer.

In 2012 the deep learning model AlexNet achieved 84.6% in Top-5
accuracy in the large-scale image recognition contest ILSVRC2012, out-
performing the second place by over 10%.

In 2016 Stanford University introduced the MRC dataset SQuAD,
which includes 500 articles and over 100,000 questions. Just 2 years later,
Google’s pretrained deep learning model BERT reached an accuracy of
87.4% in exact match and 93.2% in F1 score, surpassing the human per-
formance (82.3% in exact match and 91.2% in F1 score), which impressed
the whole industry.

In 2018 Microsoft developed a deep learning translation system which
for the first time achieved the same level of translation quality and accu-
racy as a human translator on the Chinese—English News dataset.
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These achievements manifest the power of deep learning from dif-
ferent aspects, and also lay a solid foundation for its landing in the
industry. However, we also observe that deep learning has some unre-
solved issues. For example, many deep learning models are still a “black
box,” making it impossible to explain how the model produces output
for a particular input instance, and very hard to correct specific errors.
In addition, most deep learning models lack the ability of reasoning,
induction, and common sense. There are many ongoing researches to
solve these issues. Hopefully, in the near future, deep learning will
solve these problems and enable computers to have the same level of
intelligence as humans.

1.4 Evaluation of machine reading comprehension

MRC is similar to the human reading comprehension task. Therefore it
needs to be evaluated by the model’s ability to understand the content of
the article. Unlike mathematical problems, reading comprehension
requires specific evaluation metrics for semantic understanding. It is well-
known that the assessment of reading comprehension for humans is usu-
ally in the form of question and answer, in which the reader is asked to
answer questions related to the article. Therefore the evaluation of MR.C
models can take the same form: the model answers relevant questions of
the article and is evaluated by the answer quality. In this section, we will
describe commonly used methods to evaluate a MR C model.

1.4.1 Answer forms

Most MRC tasks are assessed by the quality of their answers to given
questions related to articles. The evaluation criteria depends on the form
of answer. Here are some common answer forms:

*  Multiple choice, that is, the model needs to select the correct answer
from a number of options.

» Extractive, that 1s, the answer is bound to be a segment of text within
the article, so the model needs to mark the correct starting and ending
position of the answer in the article.

» Freestyle, that is, there is no limitation on the answer’s text, which
allows the model to freely generate answers.

* Cloze test, that is, certain keywords are removed from the article and
the model needs to fill in the blanks with correct words or phrases.
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In addition, some datasets design “unanswerable” questions, that is, a
question that may not have a suitable answer given the article. In this
case, the model should output “unanswerable” as the answer.

In the above forms, multiple choices and cloze tests can be objectively
evaluated by directly comparing with the ground truth. Thus the accuracy
can be used as the evaluation criterion. Extractive answers are of a semi-
objective type. We can compare the model’s output with the correct
answer, and give a score of 1 when they are exactly the same, and 0 oth-
erwise. This metric is called Exact Match. However, this will treat par-
tially correct answers as wrong ones. For example, if the correct answer is
“eight o’clock™ and the model’s output is “It’s eight o’clock,” the exact
match score will be 0, although the model’s output is very close to the
correct answer. Therefore for extractive answers, the F1 metric 1s also
often used, which is the harmonic mean of the precision and recall:

Precision X recall
Fi=2X ——
Precision + recall

Precision refers to the ratio of words in the model’s output that also
appear in the correct answer, and recall is the ratio of words in the correct
answer that appear in the model’s output. Thus the F1 metric can give a
partial score when the model’s output is partially correct. Table 1.1 shows
an example of computing the Exact Match and 1 scores.

Freestyle answer is the most flexible form. The ideal metric should
give full credit when the model’s output has exactly the same meaning as
the correct answer, and partial credit otherwise. However, it is a complex
and unsolved problem to automatically judge whether two statements
express the same meaning. On the other hand, human evaluation is very
time-consuming and labor-intensive, while suffering from a high variance.
Thus most widely used metrics for freestyle answers are based on the ratio
of matched words/phrases between the model’s output and the correct
answer. These metrics include ROUGE, BLEU, and METEOR. We
introduce the ROUGE metric in the next section.

Table 1.1 Exact match and F1 metrics.

Correct answer Model's output Exact match Precision Recall F1

20 miles is 20 miles 0 2/3=10.66 1/71=1 0.8
20 miles 20 miles 1 1 1 1
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1.4.2 Recall-oriented understudy for gisting evaluation:
metric for evaluating freestyle answers
ROUGE (Recall-Oriented Understudy for Gisting Evaluation) 1s a set
of text similarity metrics based on recall [4]. It is used to measure the propor-
tion of words and phrases in the correct answer that appear in the model’s
output. Because one question may have different expressions for the correct
answer, ROUGE allows a set of reference answers for the same question.
ROUGE includes metrics such as ROUGE-N, ROUGE-S, and
ROUGE-L. ROUGE-N measures the recall for N-grams, which is com-
puted as follows:

ZA € references Zs € N—grams in A min { counts(A), COLH/IIJ-(M) }
ZA € references Zse N—grams in ACOI{ﬂfS (A)

ROUGE — N(M) =

’

where M is the model’s output, an N-gram is a phrase that consists of N
neighboring words in the text, and count(A) is the number of appearances
of the N-gram s in A.

ROUGE-S is similar to ROUGE-2 (N = 2), but does not require the
two words to be neighboring. Instead, the two words can be at most Skip
words apart, where Skip is a parameter. For example, in “T like to run at
night,” if Skip = 2, “T like,” “I to” and “I run” are all 2-grams in ROUGE-S,

ROUGE-L computes the longest common subsequence (LCS)
between the model’s output and the reference answer. The subsequence
does not need to be contiguous in the original sequence. For instance, the
LCS between “l want to have lunch” and “I forget to bring lunch to
school” 1s “I to lunch™ with a length of L= 3. Then, the ROUGE-L
score 1s defined to be Frcg, computed as follows:

LCS(correct answer, model's output)

Rics =
Length of correct ansiver

_ LCS(correct answer, model's output)
res Length of model’s output

1+ B )RicsPres
Fres = 3
Rics + 3°Prcs

where (3 is a parameter. Table 1.2 shows an example of ROUGE-N,
ROUGE-S, and ROUGE-L.
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Table 1.2 Different ROUGE metrics.

Correct answer I like this school
Model’s output [ also like that school
ROUGE-1 3/4 =0.75 (I, like, school)
ROUGE-2 0/3=0
ROUGE-S Skip=1 2/5=10.4 (I like, like school)
ROUGE-L g=1 Longest common subsequence (LCS): I like school
RLCS = 3/4 =0.75 PLCS = 3/5 =0.6 FL(;\,‘ =0.67

There 1s a certain level of correlation between the ROUGE metric
with human evaluation. However, there also exist discrepancies as it only
measures lexical overlapping. Thus in addition to automatic metrics like
ROUGE, freestyle answers are often manually evaluated on their correct-
ness and naturalness.

1.5 Machine reading comprehension datasets

There are many public datasets in various NLP areas. Through the evalua-
tion on these datasets, one can test the quality of models and compare the
pros and cons. As a result, these datasets have greatly contributed to the
development of related researches.

In MRC, there are also many datasets and competitions. Depending
on the form of articles, we categorize these datasets into three types:
single-paragraph, multiparagraph, and corpus. For single-paragraph and
multiparagraph articles, the model can directly look for the answer within
the article. For corpus-based articles, an information retrieval module is
required. This module looks for the most relevant paragraphs or state-
ments in the corpus based on the question, and then the model gets the
answer within the retrieved results. In the following, we will describe the
three types of MRC datasets with examples.

1.5.1 Single-paragraph datasets

A single-paragraph MRC dataset requires the model to answer questions
about a given paragraph. During this process, the model does not need to
refer to any external information. Thus this kind of dataset inspects the
core reading comprehension ability of a model. As the construction of

a single-paragraph dataset is relatively simple, it is the most common type
in MRC.
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1.5.1.1 RACE

RACE |[3] is a large-scale English MRC dataset introduced by CMU in
2017. The dataset comes from the English tests for Chinese students.
RACE contains 28,000 articles and nearly 100,000 multiple-choice ques-
tions. The model needs to select the correct answer from the options.
The RACE dataset 1s divided into RACE-M, which is for middle school
students, and RACE-H, which is for high school students. It is worth
mentioning that in the process of answer collection, RACE uses an opti-
cal character recognition system to identify the answers from publicly
available images.

1.5.1.2 NewsQA

NewsQA [6] is a news reading comprehension dataset from Maluuba in
2016, with more than 12,000 convolutional neural network (CINN) news
articles and nearly 120,000 manually edited questions with extractive
answers. One of the key goals of the NewsQA dataset is to access the
model’s reasoning and induction abilities, that is, to get the final answer
based on information from different places in the article. Also, it provides
“unanswerable” questions.

1.5.1.3 CNN/DailyMail

CNN/DailyMail [7] is a reading comprehension dataset by DeepMind in
2015, where the articles come from CNN and DailyMail. This dataset
contains approximately 1.4 million instances, each containing an article, a
question, and an answer. The CNN/DailyMail dataset adopts a cloze-
style design. In order to let models focus on semantic understanding, the
entities in the articles such as persons and places are replaced by ids.
Therefore the model only needs to select the correct entity ids from the
article to fill in placeholders in the question.

1.5.1.4 SQuAD

SQuAD [8] is the most influential and popular MR C contest, launched
by Stanford University in 2016. The SQuAD dataset comes from 536
Wikipedia articles with more than 100,000 questions and extractive
answers. SQuAD v2.0, which was launched in 2018, includes a large
number of “unanswerable” questions which makes a total of 150,000
questions. The SQuAD dataset receives a lot of attention from both aca-
demia and industry for its massive size and high quality. As of December
2019, there are 294 submissions to SQuAD from teams around the world.
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On October 5, 2018 Google’s BERT model scored above the human
level in SQuAD v1.1 for the first time, making headlines in the field
of MRC.

1.5.1.5 CoQA

CoQA [9] is a multiturn conversational MR C competition introduced by
Stanford University in 2018. Its distinguishing feature is the inclusion of
context in QA dialogues, that is, multiple turns of questions and answers
for each article. One needs to understand both the article and previous
rounds of questions and answers to answer each question. This requires
the model to have the ability to understand the context. There are more
than 8000 articles and more than 120,000 questions in this dataset, with
an average of 15 rounds of questions and answers per article. In addition,
the test set of CoQA includes questions from domains unseen in the
training set (Reddit forum and scientific questions) to test the generaliza-
tion capability of models. CoQA contains extractive, “yes/no,” “cannot
answer,” and a small number of freestyle answers. In March 2019
Microsoft’s MMFT model achieved an Fl score of 89.4%, surpassing the
human level of 88.8% for the first time, once again proving the effective-
ness of MRC models.

1.5.2 Multiparagraph datasets

A multiparagraph MR C dataset requires the model to read multiple para-
graphs and answer related questions. The correct answer may be in one
paragraph, so the model needs to compute the correlation between the
question and each paragraph; or the answer is obtained by collecting clues
from multiple paragraphs, so the model must conduct multistep reasoning.

1.5.2.1 MS MARCO

MS MARCO [10] is a large MRC dataset launched by Microsoft in

2016, containing more than 1 million questions and more than 8 million

articles. The questions in this dataset come from queries submitted by real

users, while the relevant paragraphs are from Bing’s search results for the

query. MS MARCO adopts freestyle answers, and it has three tasks:

* determine whether the answer can be obtained from the given
paragraph;

* generate the answer text; and

« sort multiple given paragraphs by their relevance to the question.
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1.5.2.2 DuReader

DuReader [11] is a Chinese MRC dataset launched by Baidu in 2017.
DuReader uses data from user queries and retrieved documents from
Baidu search engine. In DuReader, the articles are full text from the web-
pages, instead of extracted paragraphs like in MS MARCO, making the
task more challenging. In addition, due to the different standpoints of var-
ious articles, DuReader provides several candidate answers to some ques-
tions, which better aligns with real scenarios. DuReader contains 200,000
questions and 1 million documents, with both freestyle and yes/no types
of answers.

1.5.2.3 QAngaroo

QAngaroo [12] is a multidocument reasoning MR C dataset introduced
by University College London in 2017. It consists of two subsets:
WikiHop from Wikipedia and MedHop from the abstract of the medical
paper archive PubMed. The biggest feature of QAngaroo i1s that the
answer cannot be drawn from a single paragraph. One must collect clues
scattered across multiple paragraphs. As a result, QAngaroo requires the
model to analyze multiple paragraphs and use multihop reasoning to get
the answer. The dataset contains more than 50,000 questions and related
documents, with multiple-choice answers.

1.5.2.4 HotpotQA

HotpotQA [13] is a multiparagraph reasoning MRC dataset introduced
by Carnegie Mellon University, Stanford University, the University of
Montreal, and Google in 2018. Similar to QAngaroo, HotpotQA requires
the model to search for clues in multiple paragraphs and use multistep rea-
soning to get the answer. HotpotQA contains 110,000 questions and
related Wikipedia paragraphs with extractive answers.

1.5.3 Corpus-based datasets

Corpus-based MRC datasets typically provide a large text corpus. The
model should first find relevant paragraphs/articles in the corpus given the
question, and then analyze the retrieved results to obtain the answer.
Among the three types of MRC datasets, corpus-based dataset is closest to
real applications such as QA in online scarch. Because corpus-based data-
set does not limit the source of answers, it is also known as Open
Domain Machine Reading Comprehension.
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1.5.3.1 Al2 reasoning challenge

AI2 reasoning challenge (ARC) [14] is a corpus-based MRC dataset on
sciences, launched by the Allen Institute of Artificial Intelligence in 2018.
The questions in ARC come from 7800 scientific questions for US stu-
dents in grades 3—9. All answers are in the form of multiple choices.
ARC provides a large corpus of scientific text with 14 million sentences,
which are the retrieved results by a search engine on scientific queries.
Models are allowed to use both the corpus and external information to
answer questions.

1.6 How to make an machine reading comprehension
dataset

The previous section describes popular datasets and competitions for
MRC. To ensure the quality of data, the generation of datasets and the
acquisition of answers are often manually processed and verified. One
common approach is crowdsourcing, that is, labelers are hired to gener-
ate and annotate data.

1.6.1 Generation of articles and questions

The three core concepts in any machine reading understanding dataset are
articles, questions, and answers. Because the answer can be reasoned from
the article based on the question, we often focus on how to collect articles
and questions. It is not very common that both articles and questions can
be automatically generated (e.g., a cloze dataset by randomly deleting
keywords, or a QA dataset by converting reading comprehension tests for
students). In most cases, only the articles or the questions are available for
dataset makers. Thus one needs to employ labelers or use algorithms to
get the other part of information, either generating questions from articles
or generating articles from questions.

1.6.1.1 Generating questions from articles

MRC datasets often leverage publicly available corpora as article sources, such
as Wikipedia and news reports. However, most of these articles are without
related questions. Therefore the dataset makers need to employ labelers to gen-
erate questions relevant to the articles. These labelers can decide the question
language, but must ensure the quality and difficulty, as well as the relevance to
the article. For example, the SQuAD dataset uses paragraphs from Wikipedia
as articles and leverages the crowdsourcing platform Amazon Mechanical Turk
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to hire labelers to generate up to five questions per article. To ensure label
quality, each labeler should have a minimum of 97% approval rate for their his-
torical labeling tasks with at least 1000 labels. Labelers are exposed to detailed
instructions with examples of high-quality and low-quality questions. For
instance, they must use their own language to formulate questions, rather than
directly copying statements from the article. Each labeler’s compensation is cal-
culated by the time spent and the number of generated questions. In SQuAD
dataset, each labeler is paid $9/hour to generate questions for at least 15
paragraphs.

The advantage of generating questions from articles is that the question
is very relevant to the article and does not include external information.
So this method is suitable for generating single-paragraph and multipara-
graph MRC datasets. However, because the questions are artificially pro-
duced, it 1s inevitable that some questions are unnatural. This may cause
discrepancies in focus points and language patterns between the generated
questions and the questions raised by users in real applications.

1.6.1.2 Generate articles from questions

With the popularity of forums and search engines, online users issue a
large number of questions and queries every day. By filtering appropriate
questions from the history logs, one can collect a massive repository of
questions for MR C tasks. Next, related articles are obtained by searching
the web or large text corpora. The top retrieved documents and para-
graphs can be used in the dataset.

The advantage of generating articles from questions is that all the ques-
tions come from real user queries, which are similar to questions in real
applications. However, this approach cannot guarantee that the correct
answer exists in the retrieved article, so a crowdsourced validation is
required.

1.6.2 Generation of correct answers

Most MRC comprehension datasets employ manual answer generation,
often in the form of crowdsourcing. The labelers need to provide concise
answers in the required form, for example, extractive and freestyle. To
ensure the quality of the answer, it is often necessary for multiple labelers
to annotate the answer to the same question. However, due to subjective
bias of the labelers, it is difficult to guarantee consistency among all answer
candidates. One solution is majority voting, that is, use the answer that
most people agree with. However, if there is too much disagreement
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among labelers, the answer has to be relabeled. Here, the degree of agree-
ment between answers can be estimated by exact match, F1 score, or
ROUGE, introduced in Section 1.4,

Labelers are typically given a software or web environment to annotate
answers in the specified format. For example, the labeling interface for the
conversational MRC dataset CoQA includes articles, questions, and
answers in previous rounds, answer specifications (e.g., prefer shorter
answers, reuse words from the article), and compensation information.

Since MRC datasets are labeled by humans, we often see descriptions
like “human performance” or “human level” in related reports. In some
datasets such as SQuAD and CoQA, the best machine learning models
have already achieved performance beyond human levels. So, how is the
human level defined?

First of all, we can never get absolutely correct answers to all questions,
since each labeler has subjective bias and it is impossible to unify the length
and variation of all answers. Even if multiple labelers vote, there is no guarantee
that the answer will be accurate. Therefore the absolutely correct answers, that
15, results with a true accuracy of 100%, are unattainable.

Therefore in datasets that require manual labeling, the set of answers
or voting results from multiple labelers are deemed as correct answers
with an accuracy of 100%. And the human level refers to the accu-
racy of a single labeler. For example, in SQuAD v1.1, three labelers
write answers for each question, and the human level refers to the accu-
racy of the second labeler’s answers, compared against the answers from
the first and third labeler.

Because a single labeler is more likely to make mistakes in answers
than multiple labelers, the human level score is generally less than 100%,
which means that it is possible for a good machine learning model to
exceed the human level. Fig. 1.2 shows the accuracy of computer models
and human-level accuracy. Note that if a different group of labelers are
employed, the correct answers may change, and the defined accuracy of
computer models and human-level accuracy will alter accordingly.

1.6.3 How to build a high-quality machine reading
comprehension dataset

A successful MRC dataset should be able to accurately assess whether a
model has reading ability comparable to humans. It should also eftectively
identify and compare the strengths and weaknesses of different models. A
high-quality dataset can greatly boost the development of MR C research.
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Absolutely correct (unattainable)
Multiple labelers (100%)

Single labeler (human Level)

78.2% 92.1% 100% 3

Figure 1.2 Comparison between the accuracy of computer model and human-level
accuracy.

Accuracy

In this section, we will analyze what features a high-quality MR C dataset
should have.

1.6.3.1 Distinguishing comprehension-based and matching-based
models

After models achieved excellent results in various MRC competitions,
researchers analyzed the mechanism by which the model generated the
answers. The results reveal that the most models heavily rely on lexical
matching between the question and the article, rather than understanding
of the content, which often leads to comprehension errors. These errors
indicate that MRC models are overdependent on the text matching
between the question and the article when seeking answers.

The researchers further found that if a misleading sentence containing
question keywords yet semantically irrelevant with the question is
appended to each article in the SQuAD dataset, the F1 scores for all mod-
els drop by as much as 20%—40% [15]. However, this misleading state-
ment has little effect on human performance.

Therefore if a dataset mostly contains questions that can be answered
by simple text matching, it is hard to distinguish high-quality models
from text-matching algorithms. It follows that a high-quality MR C data-
set should punish text-matching models in the evaluation. For example,
when building the SQuAD v2.0 dataset, the labelers were asked to gener-
ate “unanswerable” questions using a combination of keywords in the
article. These questions account for 35% of all the questions in the dataset,
which effectively reduces the accuracy of text-matching models. This
design has been adopted as a new standard in many MR C datasets.
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1.6.3.2 Evaluate the reasoning capability

Humans can reason and induct when reading articles. One example is that
they can collect and summarize various clues in the article and infer the
answer. For instance, an article mentions “David is from California” in
one place, and “California is a state in US” in another place. So the
answer to the question “Which country does David come from” should
be “US.” This type of question requires multistep reasoning and cannot
be inferred by matching-based models. Thus reasoning is one of the key
factors that MR C datasets should assess the models on.

In current MRC datasets that promote reasoning, for example,
HotpotQA in Section 1.5, most questions are manually generated by labe-
lers to include information from multiple paragraphs. However, questions
created in this way may be unnatural and very difterent from those of real
users. Another possible approach is to pick questions that require reason-
ing among real user queries, retrieve relevant documents, and then divide
the text into paragraphs for multistep reasoning.

1.6.3.3 Assess common sense

Common sense is one of the most important cognitive abilities of humans.
Common sense includes spatial knowledge like “big objects can’t be put
into a smaller space,” temporal knowledge like “the year of 2016 is before
2019,” and physical knowledge like “under normal conditions, the water
will boil when heated to 212°F.” The understanding and application of
common sense 18 so far the weak point of NLP and machine learning.
The reasons are that (1) common sense knowledge is massive in scale,
vaguely defined, and difficult to summarize in its entirety, and (2) it is dif-
ficult to effectively express and apply common sense.

In reading comprehension, many questions involve common sense logic.
For example, suppose the article is “David is having fun with Mary and Tom
at home. After a while Tom left,” and the question 15 “How many people
are now in David’s home?” To answer the question, the model should
understand that “left” means that Tom is no longer in David’s home, and it
needs to do some math to figure out the answer is “two people.” In another
example, the article is “Kevin needs to go to the company for an interview
at 9:00 a.m. It is lunchtime now, but he’s still at home,” and the question is
“Did Kevin go to the interview?” Clearly, the model has to understand that
“lunchtime” 1s after “9:00 a.m.” and “at home” indicates that Kevin has not
visited the company. Therefore the correct answer is “No.”

Although common sense is commonly used in reading comprehension,
few MRC datasets exist to mvestigate this area. In 2018 researchers from Tel
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Aviv University and Allen Institute of Artificial Intelligence launched a com-
mon sense MRC dataset CommonsenseQA with 12,000 questions, based on
the knowledge graph ConceptNet. Thus CommonsenseQA examines a mod-

el’s understanding of structured knowledge.
MRC datasets for common sense also need to discern and punish sim-
ple text-matching methods. One possible approach is to let the model

give the employed common sense when giving answers.

1.6.3.4 Other comprehension skills

In 2017 some researchers pointed out that MRC models should have 10 basic
skills, such as understanding coreference, logical reasoning, common sense, and
mathematical knowledge. A comprehensive list is given in Table 1.3.

1.6.3.4.1 List/enumeration
Models need to identify, summarize, and sequentially output related con-

cepts in the article, such as the answer to the question “What are the cate-

gories of organisms on Earth?”

1.6.3.4.2 Mathematical operations
Some MRC questions necessitate basic math knowledge. For example, suppose
the article is “Brian was playing basketball when James and Linda joined. Then

Table 1.3 Ten skills of machine reading comprehension models [16].

Skills Details
List/enumeration Tracking, retaining, and list/enumeration of entities
or states
Mathematical Four arithmetic operations and geometric
operations comprehension

Coreference resolution
Logical reasoning

Analogy
Spatiotemporal relations
Causal relations

Commonsense
reasoning

Schematic/rhetorical
clause relations

Special sentence
structure

Detection and resolution of coreference

Induction, deduction, conditional statement, and
quantifier

Trope in figures of speech, for example, metaphor

Spatial and/or temporal relations of events

Relations of events expressed by why, because, the
reason for, etc.

Taxonomic and qualitative knowledge, action, and
event changes

Coordination or subordination of clauses in a
sentence

Scheme in figures of speech, constructions, and
punctuation marks
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Linda left with her mom.” and the question is “How many people are playing
basketball now?” Obviously, the answer cannot be simply extracted from the
text but has to be obtained via mathematical computing.

1.6.3.4.3 Coreference resolution

Coreference resolution is an important task in NLP. Its goal is to under-
stand the referred object of pronouns, for example, this, that, he, and she,
to answer the questions.

1.6.3.4.4 Logical reasoning

The model needs to derive inferred facts from the article to get answers via
reasoning. For example, from the statement “T asked Wendy whether she
wanted to eat at home or at the restaurant, and she said she’d like to have a
walk,” we can infer that Wendy chose to eat at the restaurant.

1.6.3.4.5 Analogy
To answer certain questions, the model should understand common rhe-
torical techniques like metaphors and analogies.

1.6.3.4.6 Spatial—temporal relations

Spatial—temporal relations are common topics of questions. For instance,
suppose the article is “I ask Bob to come to the company on Wednesday.
Since he had some personal errands, Bob came the next day.” The model
should infer that Bob came to the company on Thursday.

1.6.3.4.7 Causal relations
Understanding causality is important to answer questions of why.

1.6.3.4.8 Common sense reasoning
Questions involving common sense and logic require the model to con-
duct common sense reasoning,

1.6.3.4.9 Schematic/rhetorical clause relations
Language structures like clauses contain rich semantic information, such as
descriptions of entities and references, which are challenging for MRC models.

1.6.3.4.10 Special sentence structure
Some less frequent language structures such as inverted order and subjunc-
tive make it difficult to understand the article.
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These reading comprehension skills cover many reading skills that

humans acquire, in the aspects of language, rhetoric, and external knowl-
edge. Therefore an MRC task should evaluate the model’s skills from all
these aspects. Current researches, especially those related to deep learning,

still heavily rely on statistical pattern recognition and matching. Thus
most models lack many of the above skills and hence the ability to give

reasonable explanations of the given answer. These are important topics
to address in MR.C research.

1.7 Summary

Machine reading comprehension (MRC) is similar to the reading
comprehension task for humans, where a model’s ability to understand
an article is assessed by answering related questions.

MRC can be applied in scenarios where it is desired to automatically
process a large amount of text data and understand the semantics.
Natural Language Processing has many subfields closely related to
MRC, such as information retrieval and question-and-answer systems.
Deep learning is one of the hottest research directions in artificial
intelligence. It greatly improves the accuracy of models in many areas.
The majority of current MRC models are based on deep learning,.

In MRC, the answer types include multiple-choice, extractive, free-
style, and cloze test.

Depending on the form of articles, MRC datasets can be categorized
into three types: single-paragraph, multiparagraph, and corpus.
To build an MRC dataset, one can manually generate questions based
on articles from public sources. Another way is to retrieve articles
using questions from search engines and forums.

Human level refers to the accuracy of a single labeler, judged by the
set of annotated answers from multiple labelers.

A high-quality MRC dataset should effectively distinguish between
understanding-based and matching-based models. It should also access
models’ reasoning and common sense ability.
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In real applications, BPE or other vocabulary-independent tokenizers
are usually applied when the model needs to generate text, for example,
freestyle answers in MRC; while vocabulary-based tokenizer are used in
classification tasks, for example, multiple-choice and extractive answers
in MRC.

2.2 The cornerstone of natural language processing: word
vectors

The input to a machine reading comprehension model is the text of arti-
cle and question. However, computers conduct numerical operations and
cannot directly manipulate on characters or strings. Therefore the text
needs to be converted into numeric representations. A common approach
is to represent each word by a list of numbers, that is, word vector. This
section describes several methods to generate word vectors.

2.2.1 Word vectorization

In computers, any string needs to be converted into the binary format for
computation and storage. For example, in C language, it takes 1 byte (8 bits)
to store a character in ASCII code, for example, the letter A is represented
by the 8-bit binary code 01000001.

Since words are strings, it is convenient to store a word by concatenat-
ing the numeric representations of its characters into a vector, that is,
word embedding. However, this approach has two drawbacks. First, this
vector only represents the spelling, not the semantic meaning of the
word. But it 15 essential to make the computer understand the meaning of
words, sentences, and paragraphs. Second, the word embedding becomes
longer when the word has more characters, making it difficult to under-
stand long and complex words. Also the nonuniform length of representa-
tion for different words can cause problems for subsequent processing.

To solve the above problems in word vectorization, researchers pro-
pose one-hot embedding and distributed representation.

2.2.1.1 One-hot embedding

In One-hot Embedding, the embedding of a word is a vector of the
same size of the dictionary. The vector contains zero everywhere except
one at the position of the word in the dictionary. For example, suppose
the dictionary is [apple, pear, banana, peach]. Because the size of the dic-
tionary is 4, the one-hot embedding is a vector of length 4. As pear is the
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